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Hello,

Here’s a quick update on the experiments:

After creating the sequences as previously explained, we tested Quantree EWMA for the following distribution cases:

1. Multimodal Poisson (50% weekday - 50% weekend)
   1. Minimal change: 5 seconds longer in a single red phase of a single traffic light.
2. Multimodal Uniform (50% weekday - 50% weekend)
   1. Medium change: alternative policy keeping the basic scenario and changed slightly the timing of two traffic lights
3. Gaussian
   1. Bigger change: one of the port gates is closed, forcing trucks to reroute.

For all cases, we had the sequences with changing points equal the size of the training set, which was set to [64, 128, 256]. The number of bins for QTree was fixed K=32. And ARL\_0 was iterated for the following values [500, 1000, 2000, 5000].

On the attached pdf file you can find the plots of the distributions for the variables for each set up and the results of qt\_ewma, which are the avg. delay detection, fa\_rate and empirical\_ARL.

In general, the results show a smaller avg. delay detection for a smaller ARL\_0 and also if the change is bigger between scenarios (this can be visualized by the distributions, if they are too similar, the delay is higher).

Let me know what you think of the results, mainly concerning ARL and FA.

Best,

Felipe